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Introduction Theoretical results
Context: Motivations: build a procedure Notations: 6 = (A, 4, )
= hypothesis testing under nonstandard = non asymptotic A 0 Y
conditions = applicable to any type of mixed-effect / l \
" usual MLE asymptotic theory not models (linear, nonlinear) tested parameters nuisance parameters  remaining parameters

applicable
True value: 6, = (0,0, 1)

Mixed effects models

Theorem:  Under regularity conditions, if €% is chosen such that 6%, € O, 8% = 6y + 0,(1) and

We consider the following nonlinear mixed effects model . . !
NY4§% = 0,(1) then as N — 400, it holds in probability that

{ Yij iy\(/xzj, B,A) + i €ij ~ N(0,07) (1) pri{lrt(yy y) <t} — prirtee < ).
i~ (Oa]p) ’
How to choose the bootstrap parameter 85 = (A, 0n, ¥n)?
"y the jthresponse of the ith individual (¢ = 1,..., N;j =1,..., J) Proposition: Let (cy)yen be a sequence such that Nlim cy = 0 and Nlim Nicy = +oo. Let
—+00 —+00
(9]\/' = (770]\7, (5]\], )\N) be the MLE Of (90.

Under regularity conditions if

= 3: vector of fixed effects
= x,;;: known covariates
= A: lower triangular matrix with nonnegative diagonal coefficients

= (&); and (g5)i; are mutually independent " Vk=1,.,dy ¥y, = @EN,,{ ]l(&N,k > )
" i = (Wij)j=1..0; ~ Jilyi; 0), yil& ~ [filyi; &, 0), & ~ 7(&;) " Kk =1,..,ds 05} = Ong L(Ong > cn)
n O p— O
N d

Variance components testing then 8% verifies the hypothesis of the main theorem.

Objective: Test the nullity of the last r variances of the scaled random effects (A&;);. Simulations study

Small sample properties:

™ A:(Al()) o A:<A10>
v 0 0 b Ap Ay Test that one variance is null in a linear model with two random effects
Llevel N =10 N =20 N =30 N =40 N =100 max
Likelihood ratio test statistic (Irt): @ boot asym boot asym boot asym boot asym boot asym sd
1% 1.14 0.68 098 0.68 1.20 094 0.74 0.70 0.86 0.72 0.15
5% 5.20 3.64 522 382 574 430 4.8 394 526 4.50 0.33
Irt(y1y) = —2 (228 Z(H;ylzw)—gg& l<9;yuv)> 10% 10.72 7.16 10.80 7.93 10.30 8.40 10.80 8.44 10.34 8.86 0.44

Table 1. Empirical levels (in %) for K = 5000 simulated datasets and B = 500

= O: unrestricted parameter space

. O, restricted parameter space (under H,) Test that one variance is null in a nonlinear model with three random effects (logistic model)

" [(0;y1.v) - log marginal likelihood Level & boot asym max sd
N N 1% 0.80 0.80 0.28
H(0; y1.n) = Zlog{fz(yz-; 0)} = Zlog{/ filyi; &, 0)m(&i)dE; } 5% 5.10 3.60  0.70
i=1 i=1 10% 10.30 7.00 0.96

Table 2. Empirical levels (in %) for K = 1000 datasets of size N = 40 and B = 300.
Proposed test procedure

Effect of the shrinkage in presence of nuisance parameters:

Shrinked parametric bootstrap for variance components testing

Test that one variance is null in a linear model with 8 random effects
1: Input: CN >AO,BEIN*,O<04<1

Set: 5% = By, A% = Ay, and 0%2 = 6%

Set: Aj y = A%, v =0 - I I
10 -

4 Set: [AF ylun = (A1 wlnl ([ALN]W > CN) I

5. forb=1,...,Bdo _ I
6. for ¢e=1,...,Ndo i 81 ¥ =0

7 draw independently e ~ N(0,0%%1;) and £ ~ N(0, ) 8 ;] T w=024

8: build the ith value of the bth bootstrap sample 4" = g(z;, 8%, ASE™") + & E | E =08

% compute the likelihood ratio statistic Irt(y;"%) v — T

10. end for 5--1------------£- ----------- LR 1B

11: end for 4 :{ :{
12: Compute the bootstrap p-value as ppoot = %Zle 1 (Irt(yf’][’v) > Irt(ylzN)) ;.
13: Reject Hy If ppoor < @ 2 3 4 5
number of nuisance parameters
Theoretical issues Figure 1. Empirical levels (in %) for K = 2500 datasets of size N = 30 and B = 300
Boundary issue: Ay = 0 ¢ © _
Singularity issue: vanishing score Conclusion
E le of ali | with ffect: 0L :
xample of a linear model with one random effect Contributions: a test procedure Perspectives:
yii = M +eii & ~ N(0,0?) = with good small samples properties = choice of ¢y
& ~N(0,1) ’ = robust to nuisance parameters = efficient computation of Irt(y;.v)
= agpplicable to any type of mixed effects
N Z‘] models
Ol (9; Y1-N _ —1 Yij
( 25 )\Azo = Z filyi; 0)~ JUQ /fﬂ(fi)d& =0
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= singularity and boundary issues: sources of inconsistency of the bootstrap procedure
= nuisance parameters: issues cited above occurring at unknown locations
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